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Executive Summary

This report summarizes the findings of a thorough literature search and elucidates key physical
phenomena related to stand-off spectroscopy of low-abundance samples measured in realistic en-
vironments. The goal of this report is to assist key stakeholders of the Standoff Illuminator for
Measuring Absorbance and Reflectance Infrared Light Signatures (SILMARILS) program in un-
derstanding the underlying phenomenology that can impact standoff spectral measurements.

The specific details of reflectance spectra depend on (1) intrinsic material physical properties
that govern the light/matter interactions in that material and (2) extrinsic geometric properties
of the material, its surroundings, and the illumination and viewing angles. Intrinsic effects ex-
plored within this report include material properties that are dependent on thermodynamic state
and molecular level interactions (specifically those due to adsorption onto a substrate, varying de-
grees of hydration, and interactions within solutions). Important extrinsic factors identified in the
literature review include particle size effects, optically thin material mixtures, sample morphology
dependence, and illumination and viewing geometries. Key findings include:

e Thermodynamic State: When temperature or pressure variations result in either molec-
ular conformational changes or phase changes, the shape and location of spectral features
can change dramatically. For mixtures of reacting species, the temperature dependence of
the reaction’s equilibrium constant will lead to adsorption spectra variations driven by the
mixture’s changing composition. Materials with anharmonic intermolecular potentials expe-
rience shifts in spectral feature locations and changes in feature widths as temperature and
pressure vary.

e Molecular Level Interactions: All forms of molecular level interactions introduce changes
in the location and shape of a compound’s spectral features. Additionally, the novel inter-
actions provided by the secondary species (whether the substrate, solvent, or sorbed wa-
ter molecules) can lead to the appearance of new spectral features or to the disappearance
of some features due to bonding geometries. Relative concentrations of the participating
species affect both the quantitative and qualitative nature of spectral feature variations.

e Extrinsic Factors: The scattering optical depth of a sample depends on the density and
spatial-scale of inhomogeneities in the medium. The absorption optical depth depends on the
total amount of the medium that light waves propagate through. Higher density, smaller-scale
inhomogeneities tend to increase overall sample reflectance, while the corresponding change
in spectral feature depth and width depends on whether the material is optically thick or thin
on the spatial scale set by the inverse of the inhomogeneity density. Non-monotonic fea-
ture depth/width changes can occur as the inhomogeneity density varies monotonically. For
mixtures involving optically thin component media, the mixture spectrum typically evolves
non-linearly between the pure component spectra as a function of mixture composition and
it is not uncommon for the the mixture spectrum to not be bounded by the component spec-
tra over at least some wavelength range. Variations in spectral contrast and overall spectral
shape typically are present as illumination and viewing angles change.

Finally, we review the existing literature on spectral signatures of specific compounds of particular
concern from a security-related perspective.
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1 Introduction

In remote sensing applications, the infrared (IR) spectroscopic identification of a given molecu-
lar compound typically relies on matching the measured spectrum of some unknown substance
against pre-measured template signatures of know materials. Usually, the number of such template
signatures used for a given compound is relatively small and represent measurements on a limited
number of compound samples under a limited set of conditions, which may or may not be well
controlled or characterized. This presents a potential problem: the spectral signatures of a given
substance depends on a myriad of factors, and having only a limited number of template spectra,
especially over a limited or unknown range of salient parameters, could lead to mischaracterization
or even missed detections of a material of interest.

The degree to which spectral signatures can vary depends on the nature of the sample under con-
sideration. For example, in the case of macroscopic solid or liquid samples that are optically thick
or in the case of non-interacting gas phase samples under standard conditions, a limited number
of template spectra taken on similar samples may provide “close-enough” examples to allow de-
tection over a wide range of conditions encountered in situ. (Accurate quantitative analysis and
characterization of in situ samples based on limited sets of experimental reference spectra is likely
another story, however.) On the other hand, when the sample quantity is small or the material ex-
ists in a form that is optically thin (i.e., translucent or transparent) or experiences molecular-level
interaction with its surroundings, a wider range of spectral variations is likely to occur.

In the context of detecting and identifying trace and residue amounts of compounds of interest,
it is this latter case that is most relevant. Complicating matters here is the fact that some of the
causes of spectral variation in the low-abundance limit can depend on a sample’s surroundings.
In such cases, detection via simple template matching may be woefully insufficient, particularly
when interactions between a sample and its surroundings induce shifts in the wavelength location
of the sample’s characteristic spectral features. Spectroscopic detection of trace quantities can
therefore be expected to be a challenging endeavor due not only to the limited signal afforded
by the small amounts of target analyte present but also on the wider spectral variability that can
be exhibited by trace samples. The main goal of this report is to provide an overview of various
physical mechanisms that can produce such spectral signature variations, paying specific attention
to mechanisms that may be of particular import to signature variations in the trace quantity limit.

Because spectral signatures are determined by light/matter interactions that depend on both molec-
ular properties and bulk-sample geometric factors, factors influencing spectral variations can be
either intrinsic or extrinsic in nature. Intrinsic factors are those that influence how light fundamen-
tally interacts with a given substance. This interaction is quantitatively described by the medium’s
complex refractive indices (or, optical constants), 7 = n -+ ik. The real part, n, of the refractive in-
dices describe an electromagnetic (EM) wave’s phase velocity in the medium while the imaginary
part, K, is related to the wave’s in-medium amplitude attenuation rate. The 7i are wavelength (1)
dependent quantities and are explicitly related to a medium’s quantum mechanical energy eigen-
states and to the rate at which transitions between these states occur [1]. As such, 77 will depend not
only on a substance’s molecular composition but also on its molecular geometry. So, e.g., 7 differs
between solid, liquid, and gas phases [e.g, 2, 3] and between different molecular configuration
states within a given phase [e.g., 4, 5]. Chemical or physical interactions between a molecule and
its surroundings alter the quantum states of the interacting media and, hence, their respective 7.



The primary extrinsic factors of relevance are the geometry of both the target sample and its sur-
roundings: EM waves scatter due to inhomogeneities in 7 [6]. Such inhomogeneities can be due
to interfaces between two distinct media, fluctuations in a medium’s density, microscopic com-
positional variations, defects in a solid’s crystal lattice, amongst other causes. The specifics of
a medium’s geometry as it determines and relates to 71 heterogeneities plays a significant role in
setting the magnitude and spatial distribution of the scattered EM fields. Factors such as parti-
cle size and shape, internal inhomogeneities, etc. can all play a significant role in a medium’s
spectral signature. The spatial distribution of the scattered fields, in turn, determine a medium’s
bidirectional reflectance distribution function (BRDF), which is of importance in reflectance and
emittance spectrometry[e.g., 7]. When the target sample is optically thin, its surroundings can
significantly influence its spectral signature with the spectra of such optically-thin“mixtures” de-
pending on the relative values of the components’ 77 and the overall geometry.

For a trace quantity sample, the likelihood of it experiencing significant interactions with its sur-
roundings (altering its 77) while also existing in an optically-thin morphological state (increasing
the importance of the surrounding’s properties on the resulting scattering) increases. As such,
the impact of both intrinsic and extrinsic factors on the spectra of low-abundance samples can be
particularly significant. In the following, we will provide specific examples of how both types of
factors alter a medium’s spectral signature while also highlighting general trends that occur across
these examples. Throughout our emphasis will be on providing a qualitative understanding of the
physics underlying the observed phenomenology. The remainder of this report is organized as
follows. In §2 we examine the simple, idealized case of one-dimensional planar media. We do so
for two reasons. One, to demonstrate that even in this simple geometry—and only considering the
impact of extrinsic factors—there is already a rich phenomenology of spectral signature variation.
Two, to illustrate general principles that connect extrinsic media properties to spectral signature
variations. These general principles will continue to hold in the case of more complex sample
geometries. We then turn to consideration of these more complex sample geometries and their
spectral signature phenomenology in §3 by highlighting examples from the literature that illus-
trate how various factors (both intrinsic and extrinsic) can impact the observed spectra in various
material phases. In §4, we provide summaries of the literature regarding the spectral signatures
of some compounds of specific security-related concern and the variations in these signatures that
have been documented.
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2 Spectral Variations due to Extrinsic Factors in One-
Dimensional Planar Geometry

Many of the spectral signature variation trends produced by extrinsic factors can be seen even in
the simple case of infinite planar media. The geometry of this idealized case is shown in Figure
1 (see also Figure A-1 for further details). Media heterogeneities in this geometry occur only
in the vertical direction and consist of interfaces between otherwise homogeneous layers with
individually specified thicknesses; each layer is infinite in extent in the horizontal plane across and
out of the page. Further, the stack of media layers is restricted to the lower half of the vertical
plane. Incident light originates from the upper-half plane, which is filled with an incident medium
with optical constants 7ip = 1 (i.e. air). For simplicity, we will consider plane-wave incident
radiation with a specified medium-0 wavelength of Ay and whose propagation direction makes an
angle 6y with the media stack’s surface normal. In this section, we will utilize this geometry to
highlight the general principles that determine how extrinsic factors affect the qualitative nature of
a medium’s spectral signatures. These general principles will continue to be applicable in more
complex, realistic sample geometries.

Here we will focus on a sample’s spectral reflectance, R = I /Iy where Iy, Ig are the incident and
reflected EM-waves’ spectral energy flux components normal to the interface (dimensions of [en-
ergy area”! time~! wavelength~! ]; note also that there is an implicit A-dependence on all these
quantities). To start, we will first examine the simplest case of a single layer of a homogeneous
medium with some finite thickness, d, on top of an infinitely thick substrate (i.e. the exact case
shown in Figure 1). The layer and substrate have A-dependent optical constants 7i; and 7ip, re-
spectively. For simplicity, we will only consider the case of incoherent reflection'. The sample’s
incoherent R in this particular case (see Appendix A for details) is given by:

_ Roi +Ripe 2% (To Tho — R,

R
1-— R01R12672ad

: ey

!'When d is such that an EM-wave packet’s phase coherence can be maintained across the layer, coherent interference
occurs between transmitted and reflected waves within the sample layer, altering the overall reflectance.



0.26

0.24

d=5mm

(@)
0.22}

& 0.20
d=0.2mm

0.18

0.16
d=0.05 mm

(c)

0.9 1‘.0 1‘.1 1‘.2 1‘.3 1‘.4 1.5
A (pm)

Figure 3: Reflectance of a planar slab as a function of slab thickness.

The R j; and T} are the single-interface flux reflectance and transmittance coefficients at the bound-
ary between incident medium j and transmitting medium k. Both are 6y-dependent quantities. At
normal incidence (6y = 0), these coefficients are given by:

)
n;—ng

Nk 271

nj

Rj = )

Jjk

i+ iy nj+
The attenuation coefficient o determines the attenuation rate suffered by an EM-wave per per-
pendicular distance it travels in medium-1 and is primarily determined by k;. The attenuation
coefficient is also By-dependent, but at normal incidence o = 47K;/Ag.

From these expressions we can highlight several basic principles. The reflectance of an EM-wave
only occurs at boundaries where 7i; # 7ix, with R increasing for greater differences between the
optical constants. This is essentially just the statement in this particular geometry of the general
principle that scattering occurs due to inhomogeneities in 7i. Within each homogeneous region,
scattering does not occur, but the wave experiences attenuation when o # 0. Additionally, R has
an explicit dependence on Rj,; put another way, the overall reflectance of a sample depends on its
surroundings, not just on properties of the sample®. The extent to which the surroundings end up
influencing R will depend on the specific geometry and 7i-values involved. Note also that even if
R 1> were not influenced by a change in adjacent media, the overall R even in this simple geometry
is neither an additive or multiplicative function of the individual component reflectances.

For specificity, we will illustrate how R changes under various specified geometries by taking 7i;
equal to the set of optical constants shown in Figure 2. This particular set of 7i is synthesized from
the sum of three Lorentzian resonances whose central A-values occur in the wavelength range
shown plus a background dielectric constant specified so that n differs significantly from unity. To
start, we consider R in the case medium-1 is surrounded on both sides by air (i.e., 7ig = 7ip = 1).
Figure 3 provides examples of how R changes with d for this particular set of 7i. Case (a) in Figure
3 illustrates R when d is such that aed >> 1. In this case medium-1 is optically thick, meaning that
light waves are attenuated essentially to zero amplitude before encountering a second interface.
The only scattering occurs at the media 0 — 1 interface and the resulting R = Ry (as can be seen

2 This is a basic property of the the EM-scattering problem in general: the governing Maxwell Equations are partial
differential equations whose solutions are conditioned on specification of boundary conditions.

4



a=02mm

R(6,)/R(0°)

(c)

0.9 1.0 11 1.2 13 1.4 15
A (jum)

A (jm)

Figure 4: Reflectance of a planar slab at various
illumination angles.
slab sample.

by taking @d — o in Equation 1). In our particular case, n; > ki so the spectral character of Ry
essentially mirrors that of n; which does not vary strongly with A. Because of this, R is essentially
constant in case (a) and certainly does not exhibit any indication of typical spectral absorption
features. We should note that there are cases where k¥ = n [e.g., 8-10]; in such cases the first-
interface reflection coefficient can exhibit more spectral contrast since k varies much more rapidly
than n with A.

Cases (b) and (c) illustrate the behavior of R when a second interface is present at an optical-depth
od < 1. Scattering off the second interface produces additional reflected flux, increasing R. Most
of the A-range considered here is in this regime for the d-values specified. However, around the
central A of the strong feature near 1.18 um, medium-1 remains optically thick even for case (c)
(d = 0.05 mm). Apart from the increased R, the other qualitative difference between these and
case (a) is the appearance of more typical absorption features in the R spectra. These features
result from the differential attenuation experienced at differing A as the wave propagates through
medium-1 and scatters back off the second interface. The width and depth of absorption features
narrow and decrease, respectively, as the layer’s d decreases. However, as Ry and Rjg do not
depend on d, the overall increase in R with d between cases (b) and (c) results from the decrease
in absorption occurring in the wings of the resonances as d decreases.

Variations of R with respect to incidence angle, 6y, also occur in this planar geometry. (Given the
idealized, purely specular nature of the scattering surfaces, the view-angle dependence is a delta-
function of the incidence angle; i.e., R # 0 only at a view-angle of 6p). The upper panel of Figure 4
shows the polarization-averaged R at several different 6 for a slab thickness of d = 0.02 mm. The
6p = 0° case here is the same as case (b) in Figure 3. The increase in reflectance at 45° and 60°
over that at 6y = 0° is characteristic of R behavior in this planar interface geometry. Note, further,
that there is a spectral dependence in the relative increases of R. Specifically, R within absorption
bands increases more rapidly than in the continuum regions, as highlighted in the lower panel of
Figure 4. This results in a decrease in band depth at these 8y and a reduction in spectral contrast.
More generally, this example shows that one should not expect a sample’s spectrum to maintain a
fixed relative shape at varying illumination and view angles.

Figure 5 demonstrates one way in which a sample’s surroundings can alter its light-scattering
properties: via changes in surrounding media optical properties. Specifically, Figure 5 shows
the impact of changing the optical constants of the substrate from 7i; = 1 to the set shown in
Figure 5’s inset. The three cases shown in Figure 5 correspond to the cases shown in Figure 3.
In case (a), medium-1 is still optically thick and the underlying substrate makes no difference to

Figure 5: Impact of changing the refractive in-
dices of medium-2 on the reflectance of the planar
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Figure 6: Impact of varying the number and thickness of multiple planar slabs on reflectance. Here,
as the number of medium-1 slabs increase, the individual slabs thicknesses decrease to maintain a
constant total thickness of medium-1 present.

the scattering properties. The case (a) R in both Figures is therefore the same. At lower optical
depth, the substrate’s properties begin to have an impact and the case (b) and (c) reflectances
are altered. The mismatch between 71| and 71, in Figure 5 is less than in Figure 3, reducing the
single-interface reflectance, R, at the bottom of medium-1. This in turn reduces R overall per
equation (1) and as seen in comparing Figure 5 to Figure 3. Another qualitative difference appears
in Figure 5 in the altered shape of the A = 1.35 um band. The new 7, has an absorption feature that
partially overlaps this 7i; band, producing the notched morphology in the combined band. While
this particular example was intentionally contrived, it still illustrates the point that when a sample’s
surroundings have optical constants that are similar to the sample’s or that change rapidly over A-
ranges where the sample’s diagnostic features occur, the potential for significant changes in the
feature’s appearance and strength will be present.

Finally, we consider a slight modification to the planar sample geometry and consider multiple
interfaces. Figure 6 examines the reflectance of three different cases where stacks of medium-1
slabs are surrounded and interspersed with layers of air. The three cases differ in the number, N, of
medium-1 slabs present. However, the summed thickness of all the medium-1 slabs is the same in
each case (i.e., the total amount of medium-1 present is constant). For N > 1, R is calculated using
the so-called transfer-matrix method that generalizes the calculations of R and T to the multi-slab
case [see, e.g., 11]. As N increases, the individual slab thickness decreases, altering the relative
importance of scattering and absorption in each layer: scattering occurs at each media interface
while the single-slab absorption decreases with d. The net effect is for R to increase overall with
increasing N even within absorption features at A-values where individual slabs are not optically
thick. In such a regime, R increases rapidly with N as seen in Figure 6. While the absolute R
level of absorption features increases with N, the relative depth and width of features vary in a
more complicated manner. For the cases considered in Figure 6, the relative depth of each feature
increases with N and there is a narrowing of each feature in the N = 10 case. However, for even
larger N, a decrease in both width and depth of the features would be observed as scattering
becomes increasingly dominant. The overall increase in R and varying feature morphology seen
here carries over into more realistic cases with analogous phenomenology observed as a function
of particle-size in particulate media, for example.
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Figure 7: (a) Temperature evolution of amorphous ethylene (C,H,) ice formed at 12 K and warmed.
A phase transition to the crystalline solid conformation occurs around 45 K. (b) C,H, ice absorbance
as a function of solid configuration at 20 K. Reproduced from Figures 5 and 8 of [12].

3 Spectral Signature Variations: Examples

Our discussion in §1 highlighted the generic physics that underpin the two categorical sources of
spectral signature variations: variations in a material’s properties that change 7 and variations in the
geometry of the material sample and its surroundings that alter the overall scattering characteristics.
Variations in 7 are due fundamentally to changes in the quantum mechanical states available in
a medium and the states’ respective occupation numbers. Variations due to geometric factors
fundamentally result from the fact such changes alter the boundary conditions of the EM-wave
scattering problem. We also have just seen in §2 that significant variations in spectral signatures
can be produced just by solely changing geometric factors in the simplest case of one-dimensional
planar media. With this general foundation in place, in this section we will discuss examples of
how specific changes in a medium’s intrinsic and extrinsic properties lead to spectral signature
variations, focusing particularly on factors than can be expected to have significant influence on
the spectral variations in trace-quantity samples.

3.1 Intrinsic Factors

As already discussed, a material’s refractive indices are directly tied to its spectrum of quantum
states and their occupation numbers. Multiple factors influence the exact energy levels available
while its temperature typically controls the occupation numbers of these available states From
this point of view, intrinsic factors influencing a material’s spectral signatures are those factors
that alter a substance’s 7 via changes in its quantum mechanical state. Such factors include the
thermodynamic state of a material and interactions with its surrounding environment that lead to
changes in the states available to the overall system, whether by altering existing states or creating
new states that come about due to such interactions.
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Figure 8: Temperature driven conformational changes and # in liquid crystals. (a) shows the evolution
of ordinary and extraordinary 7 in the liquid crystal C;-B-Cs (A-value was unspecified); increasing
T, decreases crystal ordering, reducing the degree of birefringence. At T, ~ 380 K, a phase change
to the isotropic state occurs. (b) Evolution of absorbance spectra of the liquid crystal 7TPB near v ~
2100 cm~!. The blue-shift and evolution in the relative strength of the two features accompanies a
change from crystalline to isotropic phase. Reproduced from Figure 1 of [S] and Figure 7 of [20],
respectively.

3.1.1 Thermodynamic State

A material’s temperature, Ty, and density, p (or, alternatively, pressure, P) influences 7 values
in several ways. Variations in temperature play both direct and indirect roles in modifying 7.
Changes in Ty, alter the occupation numbers in various quantum mechanical states, with corre-
sponding changes in 7i [13, 14]. On the other hand, T, indirectly affects 77 via molecular confor-
mation and phase changes in pure materials [5, 12, 15-24] and via its influence on the equilibrium
constants for reacting materials [25, 26]. Varying P will alter a medium’s density and, hence, the
medium’s mean intermolecular distances. For materials with anharmonic intermolecular interac-
tion potentials, such changes in mean separation lead to shifts in their states’ energy levels, with
corresponding shifts in the A (or alternatively, the wavenumber, V) at which spectral resonances
occur [27, 28]. Phase changes can also be driven by P-induced p variations [29-32]. In some cases,
the induced phases can persist even after a return to the original pressure [33—-35], a phenomenon
of potential relevance to spectroscopic indications of shock-wave compressed media. Since p also
typically varies with temperature, Ty, variations will indirectly induce p-dependent 7i variations
[e.g., 36, 37]. In liquids and solids, these indirect effects appear to be the dominant mode through
which Ti,-variations impact a material’s spectral character.

Temperature dependent conformational changes occur in numerous contexts. For example, Hud-
son et al. [12, 38] considers the 7i behavior of ethane (C,Hg), ethylene (CoH4), and acetylene
(C2Hy) ices, each of which occur in several Ty,-dependent solid phases. Incidentally, C;Hg and
C,yHy provide examples of compounds with 7i,-dependent irreversible phase changes where the
lower-Ti, amorphous and metastable phases convert to a higher-Ty, crystalline phase. This higher-
Ty, phase however does not revert to the other phases when cooled [12]. Figure 7a shows this
impact on the absorbance of warming C,H4 ice formed at 12K through this phase transition. Note
also that the C;H4 amorphous phase exhibits 7i,-dependent absorption feature structure even be-
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fore the phase transition is reached. Figure 7b shows that the three solid C,H4 conformations (all
at Ty, = 20K) exhibit significant differences in the imaginary part of their optical constants, K. An-
other example of Ti,-driven conformation changes is provided by Zakerhamidi and Rahimzadeh
[5] [see also 24] in a study of several cyano-benzoate liquid crystals. In the crystalline phase, these
materials are birefringent with the values of the ordinary and extraordinary real-part of the optical
constants, n, dependent on the degree to which the individual molecules are aligned, which in turn
is Ti-dependent. Figure 8a shows the evolution of the two n values as Ty, varies for one of these
compounds. The n-evolution is smooth up to Ty, ~ 380 K at which point a phase transition to an
isotropic state occurs and the material’s birefringence disappears. Majewska et al. [20] provides a
further example of a liquid crystal phase change
in terms of k: Figure 8b shows a dramatic shift
in an absorption feature’s v-location as the ma-
terial transitions from an isotropic to crystalline
state.

035

Joblin et al. [15] measured the absorbance
of solid and gaseous forms of several poly-
cyclic aromatic hydrocarbons (PAHs). Figure 9
shows their reported differences in the absorp-

tion spectra of coronene (Co4Hjs) in two Vv- T ——— T
regions. The solid phase spectra show the clear
appearance of new absorption features com-

Figure 10: x vs. v for an aqueous solution of am-
; . A . monium sulfate and sulfuric acid. The SOi’ and
bined with v-shifts in features present in the HSO; ions concentrations are T'-dependent, pro-
gas phase. On the other hand, Boer et al. [25]  gycing the change in the relative strengths of the
provides an example of Ty, induced 7i changes  gylfate jon band at v ~ 1100 cm ! and the bisul-
in chemically-interacting mixtures of aqueous fate bands at v ~ 880, 1050, and 1190 cm!. Re-
solutions of common atmospheric aerosols. produced from Figure 9 of Boer et al. [25].
Specifically, aqueous solutions containing both
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Figure 11: Anharmonic potential effects under changing P and T,. (a) C-H band absorption spectra
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spectra changes with P; reproduced from [32]. Solid (¢) and gas (d) phase PAH molecules absorption
band morphology changes with T';; reproduced from [36, 40]. For (c), T, = 303 K for the solid lines
and 513 K for the dashed lines. (e) Observed shifts in H,O ice NIR bands with T, demonstrating
that band shift behavior differing from the typical discussed here can occur; reproduced from [18].

ammonium sulfate and sulfuric acid show significant variations in the magnitude of x within cer-
tain bands. The reason for this is that the equilibrium constant of the sulfate-bisulfate ion reaction
(SOZ_ = HSO, ) in aqueous solution is Ti,-dependent [39]. As the equilibrium concentration of
these two ions changes, the absorption in their respective bands vary significantly (Figure 10).

Both T, and P variations alter 7 in materials with anharmonic intermolecular potentials. Under
increases in pressure (increasing p), absorption features typically broaden and shift to higher v
(corresponding to energy levels shifting upward). This behavior is observed in Figures 11a and
11b, which shows the absorbance in the C-H stretching modes of poly(methyl methacrylate) and
in the far-infrared absorbance spectra of octahydro-1,3,5,7-tetranitro-1,3,5,7-tetrazocine (HMX)
evolving under increasing P [28, 32] . On the other hand, at (nearly) constant P, increasing T,
tends to decrease p, shifting feature to lower v (larger A) as occurs with decreasing P. Figures 11c
and 11d show examples of this behavior in the case of different PAH molecules in the solid [40] and
gas phases [36], respectively. However, the analogy here between an increasing 7y, and decreasing
P is not complete: feature widths broaden with increasing Ty, in these examples, not narrow as
with decreasing P. This difference in behavior is likely explained by the fact that with increasing
T, while the material’s quantum energy levels shift downward, there is an overall shift in state
occupation number toward higher-level states. Apparently in these examples, the corresponding
increase in sample’s translation/vibrational kinetic energy produces observable increases in feature
Doppler broadening. Finally, we note that while these absorption feature morphology trends with
P and Ty, are typical, they are not ubiquitous. Figure 11e shows the T, shifts seen in near-infrared
(NIR) bands of H,O ice, several of which shift to higher v with increasing Ty, [18].
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Figure 12: Time-resolved difference spec- Figure 13: Vibration modes of a diatomic
tra of U(VI) adsorption and desorption on molecule absorbed in a bridge geometry. Only
maghemite. Shifts and width changes in the the modes with dipole moments components per-
1526 and 1382 cm ! bands can be seen as the pendicular to the substrate surface (A modes
U(VI) concentration changes. Reproduced here) are IR active. Reproduced from Figure 12
from Figure 1 of [41]. of [37].

3.1.2 Molecular Level Interactions

Atomic and molecular level interactions between a substance and its environment often alter the
quantum states available to the system as a whole. Here we will focus on three particular contexts in
which molecular-level interactions can have significant impact on a substance’s spectral signature:
adsorption onto substrate interfaces, interactions of HyO molecules with solids, and solute/solvent
interactions.

3.1.2.1 Adsorption

Adsorption denotes the phenomenon of atoms or molecules of one substance (adsorbate) bonding
to the surface of another substance (substrate or adsorbent). The impact of this process on the
refractive indices of the participating substances depends on multiple factors including the nature
of these interactions, the particular siting and bonding geometry of the adsorbate with the substrate,
and adsorbate concentration, amongst others. In particular, adsorbate bonding modes can be highly
anharmonic [37] and show Ty,-dependent frequencies and structures [37, 42]. For reviews on
specific aspects of adsorption phenomenology see [43] and [37].

Adsorbate/substrate interactions can modify adsorbate band shape and location (Figure 12). To
give some sense of the range of examples, absorption feature shifts have been reported in the case
of the nucelobases adenine and uracil adsorbed on fosterite [44], UO, on ferrihydrite and U(VI)
on maghemite [41, 45], and fert-butyl halides on faujasite [46]. Feature shifts and broadening are
also seen in 2-amino-6-methylbenzothiazole on a colloidal silver substrate [47] and for numer-
ous molecular gases [48, and references therein]. Bands present in a molecule’s free-state may
even disappear upon adsorption depending on the adsorbate’s bonding geometry. Band visibility is
controlled by so-called surface selection rules [49, 50]: only modes that produce adsorbate vibra-
tions with components perpendicular to the surface will be visible (Figure 13). Yamada et al. [51]
discusses how this phenomenology can be used to determine the orientation of nucleobases on a
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Figure 14: (a) and (b): Infrared absorbance spectra of adenine and cytosine adsorbed on forsterite.
Top plot provides pure material spectra while the middle panel shows each adsorbate on the substrate.
Adenine modes are still present when adsorbed while cytosine modes disappear. (c¢): The orientation
of adenine (top panel) and cytosine (bottom panel) when adsorbed onto the substrate inferred from
their IR mode activity. All figures reproduced from [44].

copper substrate. Similarly, the disappearance of characteristic nucleobase modes on magnesium
oxide and olivines have been used to determine nucleobase orientation on these substrate materials
(Figure 14) [44, 52]. Other examples of mode disappearance occur commonly [e.g., 46, 47, 53].
Adsorbate and substrate modes can also coalesce upon adsorption [46]. On the other hand, adsor-
bates can modify the substrate’s surface states, give rise to new electron states, and alter its surface
chemical activity [e.g., see 37 and references therein].

Adsorbate/substrate systems exhibit a significant sen-
sitivity to locality specific effects. Adsorbate mode
frequencies depend sufficiently on their specific ad-
sorption site that spectroscopy can be used to identify
adsorbate bonding locations, even to the point of being
able to distinguish between adsorbates bound to crys-
tal edges, faces, or corners [37, 42, 43, 54-56]. Sub-
strate surface defects, which are localized by their very
nature, influence the magnitude of adsorbate feature
shifts and broadening, at least for polar molecules. The
defect’s nature, size and proximity to adsorbates play .
key roles in how significantly such defects alter feature 2500 21505 21510 21515 2120 21825
properties [47, 48]. Figure 15 shows the predictions of ofem)

Zorgati et al. [48] for how a vibrational mode of CO
adsorbed onto magnesium oxide (MgO) is affected by
increasing concentrations of MgO surface dipolar de-
fects. Higher defect concentrations produce larger red-
shifts, increased broadening, and decreased maximum
absorption in the CO mode.

b12

I(w)(arbitrary unit)

Figure 15: Predicted vibrational mode of
CO adsorbed onto MgO in the presence of
dipolar surface defects at defect concentra-
tions equal to 0%, 1%, 3%, 10% and 15%,
respectively. Reproduced from [48].

Adsorbate concentration is another important variable.

As adsorbate concentration increases, the mutual self-interactions between adsorbate molecules
can become important. Numerous studies of CO adsorbed on various substrates have observed
significant shifts in modes along with the transition of single-peaked to double-peaked features

12



=
(=
-

—— COhybyl; ,8=0.031 Av=29 em!
—— 2COhybyl, ,0=0.063

calc. 1916-1979 cm'!

21
pco) P4 . 1882 2 4COhgbgl, ,6 = 0.125
180727 I O N E | — 6congbol ,6=0.250
50 A AN 2. 1 — 12cOnbol; ,0=0375
UL_\M/\V z 24COh;boly; ,0=0.625
5 AN = 32COhygb;l;5 ,6=1.000 ;
;_J\L,v.._v_/\\_., E h-CO b0
_ : 3
2 |1x10 L T 2
% o W—r-".‘/\s\_»- E
£ |sx10e INSSNEY iy o NN <
= |ixioe JM\ | TN e
[
45x107 «—-.F—V—A/J\\— 1750 1800 1850 1900 1950 2000 2050 2100 2150
— Mﬁ/"'\w Wavenumber (cm™)
. i ()
1=<10-8 \____‘____,v_/\_“,
= i .
o 3 (©) — Calc. DFT linear-CO
J1x10= J oS g 8:’5‘3 — Exp. DRIFTS exp.®! 2090-2120 cm
r = . . r = 2 “Xp- cale. 2058-2102 em! | &
2200 2100 2000 1900 1800 E =
wavenumber / cm™’ = 2
= hollow-CO <
s exp.?’ 1830-1900 cm! 2
(a) = calc. 1839-1894 cm!  bridge-CO 2
£ exp.?1 1930-2000 cm! ®
Pd;-1CO1 Pd;-bCO1 Pd;s-hCO1 = =
g =
=] o
] 2
St
= g

(b)

1750 1800 1850 1900 1950 2000 2050 2100 2150

Wavenumber (cm!)

(@)

Figure 16: (a): The evolution of the reflection/absorption IR spectra of CO adsorbed onto platinum
as a function of ambient P (a proxy for CO surface concentration); reproduced from Figure 3 of
[42]. (b): Graphic showing the bonding of CO to Pd in the linear, bridge, and hollow (h-CO, b-
CO, and 1-CO, respectively) configurations. (c): Simulated IR absorbance spectra for CO adsorbed
onto palladium as a function of total CO number and adsorption site. The peaks corresponding to
each CO adsorption site are labeled. Note the peak shifts and morphology changes as CO coverage
increases. (d): Comparison between experimental data and one of the calculations in (c¢). Figures

(b)-(d) reproduced from [57].

with varying CO concentration [e.g., 42, 54]. These
spectral variations are attributed to the changing
strength of CO-CO interactions as CO concentra-
tion varies. Figure 16a shows a dramatic example of
these effects in the case of CO adsorption onto plat-
inum (Pt). The bands at 1853 cm ™! and 2098 cm ™!
are characteristic of CO adsorbed at bridge and lin-
ear site locations (see Figure 16b). As CO surface
concentrations increase, the 1853 cm~! mode ex-
periences a broadening and then splitting into two
bridge modes that seems to be an indicator of a CO
overlayer forming [42]. As the bridge mode transi-
tion is occurring, a second linear mode also appears,
supporting the idea that new modes are being estab-
lished in the forming CO overlayer. The ab initio
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modeling of Zeinalipour-Yazdi et al. [57] provides theoretical backing to this notion, predicting
a concentration dependent variation in the propensity for CO to be adsorbed at different palla-
dium (Pd) substrate sites, the evolution of multiple-peak features, and an overall concentration-
dependent mode frequency shift (Figure 16c).

At sufficiently high adsorbate concentrations, the mutual interactions also give rise to new collec-
tive modes. Adsorbate monolayer formation will occur as the adsorbate concentration increases to
effect full coverage of the substrate with further adsorption producing multi-layered coverage; the
character of the collective modes evolves during this process as the influence of the substrate on
the upper-surface adsorbate layers decreases [37, 58]. Figure 17 provides an example of this effect
in the case of terephthalic acid (TPA) on rutile titanium dioxide (TiO;). At low TPA coverage, two
C-O stretching vibrations are present with new modes appearing as TPA dosage increases indicat-
ing the nascent formation of a monolayer. At even higher dosages, further modes appear and the
spectrum begins to resemble that of isolated, solid TPA [58], indicating the influence of the TiO,
substrate has substantially decreased on the regions of the TPA layers most strongly influencing
the observed spectra.

3.1.2.2 Hydration

Because of the variable, yet nearly ubiquitous, presence of water in the terrestrial environment,
we consider here examples of its interactions with other substances and the impact these interac-
tions have on the 7 of the participating materials. The various themes concerning the impact of
intermolecular interactions on 7 discussed in §3.1.2.1 appear again in this context; this is not sur-
prising given that intermolecular interactions involving water are just a specific case of the prior,
more general, considerations. In particular, 7i variations will be seen to depend on the details of the
substrate media, the specific site to which H,O molecules are bound, and the H,O concentration.
Above we explicitly only considered surface interactions between adsorbate molecules and sub-
strates; relevant phenomenology in the present case also includes diffusion of H;O into the bulk
of the substrate. However, the impact on 7 of H>,O incorporation into the substrate’s bulk shares
qualitatively similar features to the impact of surface-only interactions.

A primary result of H,O-substrate
interactions is to produce frequency
shifts in the location of H,O ab-
sorption features and changes in the .
strength and shape of these features. 7/ m/H\
The magnitude of these changes de- p=24
pends on the nature and strength of
the bonds that H,O molecules form
both with the substrate and each
other [60, 61]. For pure water, in Figure 18: The various forms of bonding between H,O
the vapor phase, the H,O fundamen- molecules interacting with substrates. Reproduced from Fig-
tal symmetric stretching, bending, ure 1 of[S9].

and asymmetric stretching modes—

V1, V2, V3, respectively—occur at v =3657, 3756, and 1595 cm~ ! (1=2.734, 2.662, and 6.271
um; [62]). In liquid H,O, the stretching bands are shifted to lower frequencies (vy: 3280 cm 1,
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Figure 19: Reflectance spectra of hydrated montmorillonite clay (left-hand panel) and magnesium
sulfate as the samples are heated, driving off sorbed water. Reproduced from Figure 7 of [69].

v3: 3490 cm™!; [63]) and the bending mode to higher frequency (v,: 1644 cm™'; [64]). The
v-shifts are due to hydrogen bonding [65] that tends to create short-lived tetrahedral molecular
networks in the liquid phase [66]. Similar considerations apply in the solid phase, where the de-
gree of crystallinity and Ty, impact band location and strength[18, 67, 68].

The v-shifts seen in HyO-substrate systems similarly result from several different bonding mech-
anisms of varying strength, illustrated schematically in Figure 18 [59]. Direct hydrogen bond-
ing between a H,O molecule and a strongly polar region of the substrate molecule provides the
strongest bond. Next is secondary hydrogen bonding where a second HyO molecule binds to a
polar region of the substrate via another, directly hydrogen-bonded H,O molecule. Dipole-dipole
interactions provide the next strongest bond, followed by the weaker bonding due to molecule-
molecule van der Waals interactions. In addition to the fundamental stretching and bending bands,
several H,O overtone and combination bands near v =~ 7000, 5200, and 4540 cm~! (A ~ 143,
1.93, and 2.2 um) are particularly diagnostic of the relative importance of various bonding mech-
anisms in water-substrate systems across multiple substrate material classes.

For example, in smectite clays water can bind to clay interlayer surfaces, interlayer cations, and be
adsorbed on to grain surfaces (in addition to the ubiquitous HO-H,O bonding) [70]. Water inter-
acting with such clays (see, e.g., the left-hand panel of Figure 19) show splitting of the fundamental
bands that are interpreted as being due to cation bound versus adsorbed H>,O molecules [70-75].
The A =~ 1.43 and 1.93 um combination/overtone bands exhibit the same splitting [72, 74, 75].
Both H,O-bonding types can be present simultaneously in the clay. The broad class of silicate
(S10) minerals can be hydrated to various degrees with H,O bonding through direct or indirect hy-
drogen bonding and dipole-dipole interactions, each of which exhibits absorption bands at different
frequencies [76-78]. The 1.9 and 2.2 um combination bands again exhibit A-splitting attributed
to the two hydrogen bond types [79, 80]. Studies considering H,O interactions with various poly-
mers come to similar conclusions concerning the presence of two or more HoO-polymer bonding
mechanisms based on v-shifts and evolution of various band components as a function of hydration
level [59, 66, 81-90].

As the H>O concentration in one of these systems is varied, the relative contribution to the overall
absorbance made by differently bonded H,O molecules changes. For Na- and Mg-montmorillonite
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Figure 20: (a): Evolution of absorption bands in a PP/EVOH film as its hydration increases; repro-
duced from Figure 3 of [84]. (b): Changes in the hydroxyl stretching mode of PVA membrane for
different degrees of hydrations; reproduced from Figure 6 of [82].

(smectite clays), the evolution of the two 1.9 um bands under varying hydration levels demon-
strates a structural change with a feature-shoulder due to the A ~ 1.96 um band disappearing at
low hydration levels, while the 1.91 um feature remains, albeit at lower strength (left-hand panel
of Figure 19). This is interpreted as implying the 1.96 um band being due to surface adsorbed
H>O while the 1.91 um being produced by the tightly bound interlayer surface and cation H,O
molecules that requires significant dehydration to drive off [69, 70]. A similar trend occurs for
the splits in the v;-band located at A ~ 2.83 and 2.98 yum in the same Figure 19 panel, with the
2.83 um band that creates the shoulder in the large A = 2.75 um feature produced by the more
tightly bound H,O molecules. The A = 2.2 um band in the same system is produced by Mg-
OH direct hydrogen bonds and persists until very significant dehydration occurs. The right-hand
panel of Figure 19 shows similarly the spectral variations of magnesium sulfate at various levels
of hydration; the differences in H,O band shape and evolution relative to the Mg-montmorillonite
highlight the fact the substrate material strongly influences the morphology of the OH features.
In silicate minerals, lower water concentrations lead to SiOH features becoming more apparent
relative to non-bonded water features [91].

In polymers, the v; and v3 frequencies tend to shift to lower-frequencies with increasing bond
strength between a H,O molecule and the substrate [84]; so, e.g., for H,O in polypropylene-
poly(ethylene-co-vinyl alcohol) (PP/EVOH) mixtures, the stretching bands develop two peaks,
one in the 3520-3530 cm~! range produced by unassociated and weakly bound H,O and another
near 3200 cm~! associated with H,O hydrogen bonded to polar groups within the polymer, as
shown in Figure 20. Lines in this figure correspond to spectra obtained at different times during
a water sorption process. The 3200 cm™! peak predominates at first and is then overtaken by
the 3500 cm™! peak as time goes by, indicating that as water diffuses in the substrate, direct
hydrogen bonds form first, followed by weaker indirect hydrogen bonding. The weaker bonds
continue forming at a faster rate as water content increases [84; 85-87, 92 report similar findings].
This behavior appears similar to a saturation effect noticed by Ping et al. [82] in their study of
water in hyrdophilic polyvinyl alcohols (PVAs); there up until some critical water concentration,
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Figure 21: (a): Changes in polyether sulphone v(SO;’) bands with increasing hydration; reproduced
from Figure 8 of [66]. (b): Evolution of hydrated MgSO, spectra with changing degree of hydration;
reproduced from Figure 6 of [97].

only strongly bound H>O molecules were present. Above this concentration, the number of H,O
molecules directly bound to the polymer quickly saturates while weakly-bound H>O molecules
appear and continue to increase in number. The number of strongly-bound H,O molecules at
saturation depends on the polymer involved and reflects the overall ability of a polymer’s polar
groups to interact with H,O in the polymer matrix. A different H,O binding order was observed
for water diffusing into a polyhydroxyalkanoate, where H,O molecules first diffuse into the micro-
voids in bulk water form or are dispersed on the surface in free water form, and then penetrate into
the polymer matrix and hydrogen bond with the polymer’s hydrophilic groups [90].

Water diffusing into a substrate material can affect the substrate’s structural and chemical proper-
ties. Exposure to water can lead to hydrolysis in some polymers and alter the polymer’s intrinsic
hydrogen-bonding interactions[82, 93, 94]. Water sorption causes polymer to swell [87], decreas-
ing polymer crystallinity, increasing molecular mobility, and reducing glass transition temperatures
[95, 96], particularly in hydrophilic polymers [82]. Such structural changes have corresponding
impacts on spectral feature locations and morphology. E.g., Schoonover et al. [93] reports shifts in
N-H and carbonyl group modes’ frequencies as a function of hydration in a poly(ester urethane).
Other frequency-shifts in various polymer groups are reported in [82, 90]. Figure 21a shows an
example of hydration-induced shifts in the symmetric v(SO3’) band in a polyether sulphone [66].
In hydrated sulfate minerals, changes in hydration can initiate changes in crystal structure [97],
again leading to variations in spectral features. Figure 21b provides an example of variations in
H,0 and SO4 bands in epsomite as the sample’s hydration is reduced. The disappearance of the
983 cm~! peak and appearance of a peak near 1025 cm~! (that shifts to higher v as dehydration
continues) is due to a phase change that occurs due to the loss of one H,O molecule per epsomite
that is not coordinated with a Mg cation [97].
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Figure 22: (a): Changes in solution n (A = 254 nm) with solvent mixing fraction for 1,3 dioxolane
(diamonds), acetonitrile (triangles), THF (squares), and dichloromethane (circles); reproduced from
Figure 6 of [98]. (b): Changes in solution n with H,O mol% for water-ethanol mixtures; reproduced
from Figure 3 of [99].

3.1.2.3 Interactions in Liquid Solutions

A substance in solution experiences a significantly different distribution of intermolecular forces
than when in isolation. As in the two cases examined so far, the change in potentials seen by
both solute and solvent molecules in a solution can lead to changes in both component’s 7i and the
overall spectral characteristics of the solution.

As in the case of adsorption, where adsorbate concentration influences 7 behavior, solute concen-
tration is also an important variable. For example, the n of liquid mixtures varies as a function of
the mixing ratio of the solution. Examples of such behavior are shown in Figure 22 [98]. In the
case of solutions of 1,3 dioxolane (diamonds) and THF (squares) in water, the variation of n with
solvent mixing fraction is monotonic between the n of the individual components. However, aque-
ous solutions of acetonitrile and dichloromethane (triangles and circles) exhibit a non-monotonic n
that peaks near a 50/50 mixing ratio and that exceeds the index of either pure liquid. Water-ethanol
solutions exhibit similar behavior as seen in Figure 22b [99]. This non-monotonic behavior would
appear to indicate that new energy states are being generated by solute-solvent interactions.

The absorption features of a compound in isolation versus in solution show shifts in v due to in-
teractions between the solvent and solute [e.g., 47, 102-106, for a small sample]. This behavior is
so common that multiple constructs have been developed to quantitatively describe the observed
shifts [e.g.,see references in 102, 107]. Band shifts and band shape variations are dependent on
the solvent materials [see Figure 23a; 100]. Solute-solvent interactions may also produce solute
molecule conformation changes [108]. Additionally, there are examples of solute absorption fea-
tures splitting in solution. Further, the v-separation between such split-modes can depend on solute
concentration Herndndez et al. [106]. In Hernéndez et al. [106], the authors proposed the observed
mode splitting mechanism to be solute-solute interactions that indirectly involves water molecule
complexes interacting with several different groups in the solute molecules. Finally, the solute’s
band shapes and positions can also depend on solution concentration [see Figure 23b; 100, 101].
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Figure 23: (a): The transmission spectra about the v(C-Br) band of 2-bromopropane in the indicated
solvents showing how the band’s shape and location depend on the solvent; reproduced from Figure
1 of [100]. (b): The carbonyl stretching mode of 2'-hydroxyacetophenone in carbon tetrachloride at
different solute concentrations; reproduced from Figure 5 of [101].
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The miscibility of binary liquid mixtures is another phe-
nomenon that could have interesting implications for a
solution’s spectrum. In general, the miscibility of bi-
nary liquid mixtures exhibits a dependence on temper-
ature that can be described by a phase diagram simi-
lar to left-hand side of Figure 24 [109]. At sufficiently
high temperatures, the mixture is totally miscible. As
the temperature is lowered, a phase transition occurs and
the single solution separates into two phases of different
concentration ratios, and therefore different refractive in-
dices. At the interface of the two phases, reflection will
occur due to the mismatch in refractive indices in the two
phases. As the phase diagram shows, the concentration
ratios of the two phases, and therefore the corresponding

ii, exhibits a Ty,-dependence throughout the phase diagram, translating to a temperature dependent
reflectance at the interface between the two phases. In some special cases, the coexistence curve
will form a closed loop as shown on the right in Figure 24,where the liquids will return to a single
miscible phase below some lower critical Tiy,.
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Figure 25: (a) Reflectance of an olivine sample as a function of particle diameters a < 25 gm; repro-
duced from Figure 4 of [120]. (b): Reflectance of a sodium nitrate sample as a function of particle
size; reproduced from Figure 2 of [112].

3.2 Extrinsic Factors
3.2.1 Particle Size Effects

In the case of solid particulate media, there is a large body of literature on the variation of spectral
signatures with particle size [9, 110-128] and how the spectra of particulate versus bulk samples
of the same substance differ [129-132]. The underlying physics that qualitatively determine these
variations was essentially captured by the discussion on stacks of multiple planar slabs connected
to Figure 6 in §2. Given the three-dimensional geometry, irregularities in particle shape, and parti-
cles being packed densely enough to be within each other’s near-field scattering zone [which alters
the effective scattering properties of each particle; e.g., 133], the quantitative details are much
more complex here relative to §2. However, qualitatively the strength of scattering at each parti-
cle interface relative to the amount of absorption experienced within each particle’s volume still
remain the primary factors that generate the observed spectral signature trends with particle size
[e.g., see 134, 135, with the caveats that their description of scattering in terms of “specular” and
”volume” components does not cleanly map to the underlying physical principles of the problem
and that their developed theoretical model is not a quantitatively correct first-principles treatment
for scattering in particulate media].

Figure 25 provides two examples of typical reflectance spectra variations with particle size. Again,
these mirror very closely the trends observed in Figure 6. Figure 25a shows the reflectance of
a silicate (olivine) for extremely fine size-separate ranges (< 25 um particle diameters). For
A < 3 um, the samples’ overall reflectance increases and the strength of the large absorption fea-
ture at A &~ 1 um decreases with decreasing particle diameter, a. The overall reflectance increase
is consistent with the increased scattering expected as more particle boundaries per unit sample
thickness are encountered with decreasing a. The decreasing spectral contrast is indicative that the
combination of a and k are such that the particles are optically thin across the entire band. For
larger particles, this may not be the case and the possibility for feature-strength evolution with a
that is not monotonic could arise. The evolution of the A &~ 1 um feature in the pyroxene silicates
enstatite and diopside reported in Mancarella et al. [113] shows an increase in feature strength with
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Figure 26: Reflectance spectra of two-component intimate mixtures of the orthopyroxene enstatite
(OPX) and clinopyroxene diopside (CPX-B) with different lines showing relative weight increments of
10 and 20% for the 0-45 um and 90-180 um sized particles, respectively. The reflectances are scaled
and shifted for clarity. Reproduced from Figure 5 of [111].

decreasing a over the range a ~ 50-500 um for both minerals. This would indicate that for olivine,
if larger particles had been included in the sample, a non-monotonic evolution in the 1 ym band
would likely be observed. For A 2 3 um, a reversal in the overall reflectance versus particle-size
behavior begins to appear: as A increases, the highest reflectance corresponds to larger a. This
behavior, which was not explored quantitatively in §2, is consistent with expected behavior for
A 2 a. In this regime, closely packed particles with a and separations smaller than A present an
increasingly homogeneous medium to the EM-waves, decreasing scattering efficiency.

Figure 25b shows the reflectance of a series of sodium nitrate samples with a ranging from <
45um to > 500um [112]. Again, the overall reflectance of these samples increases for smaller
a, except in the region between v ~ 1300-1500 cm~!. Over this particle size range, the various
bands exhibited show several different behaviors. The 1901 cm~! feature shows evidence of non-
monotonic spectral contrast variations with changing a. On the other hand, the 1798 cm~! feature,
which is expected to be a stronger absorption band [136], shows increasing spectral contrast with
smaller a for the entire particle-size range, indicating the center of the band remains optically
thick even at the smallest a used. The peak reflectance in the v ~ 1300-1500 cm~! is a so-called
reststrahlen feature produced by the large x-value of the molecule’s primary vibration band. In
other words, the absorption in this region is so-large that even the smallest particles essentially act
as semi-infinite media and only the first-surface interface contributes to the scattering. At these
wavelength ranges, the condition that n > k assumed in §2 does not necessarily hold. As such the
detailed shape of the reflectance peak in this v-region could depend on both the n and k values
there. See Myers et al. [112] for a discussion of the features near 1097 and 1540 cm~ L.

3.2.2 Optically Thin Samples in Mixtures

Samples containing optically thin components in proximity to other materials (e.g., small parti-
cles of two or more substances in a physical mixture, small particles on substrates, thin films on
substrates) can have their spectral signatures modified by the presence of the proximate media.
Put another way, the spectral signature of an optically thin sample in many contexts can change
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Figure 27: (a): Intimate mixtures of epsomite and a montmorillonite clay with composition expressed
in clay mass fractions; reproduced from Figure 2 of [138]. (b): Emissivity of amorphous silicate thin
layers (thickness specified in the plot in 1m) on basalt; reproduced from Figure 2 of [139].

depending on its surroundings. We saw an example of this for the one-dimensional planar slab in
Figure 5 where a change in substrate material altered the slab’s R, single-interface reflectance.
Similar effects are present when media interfaces are in each other’s near-field scattering zone,
leading to changes in individual media scattering properties [133, 137].

The typical reflectance signature phenomenology in these optically-thin mixtures is for the com-
bined reflectance spectra to evolve between the mixture’s individual components’ spectra as a
function of mixing fraction. However, this evolution oftentimes exhibits a significantly non-linear
dependence on component mixing fraction [140-143]. This should not be surprising given that
the planar sample case exhibits an exponential dependence on slab thickness when x # 0. Fig-
ure 26 provides an example—for the case of a mixture of the pyroxene minerals enstatite and
diopside—of the non-linear evolution and spectra morphology changes that can occur in so-called
intimate mixtures of small particles. The depth of the A =~ 1.0 um enstatite (marked as OPX for
orthopyroxene) feature in these figures is non-linear in enstatite mass fraction [111]. Additionally,
the combination of the enstatite and diopside 1.0 um features, which are shifted relative to each
other, results in an evolution of the band position and morphology in the mixtures. The reflectances
in this figure are scaled and shifted, which obviously hides the details of the relative reflectance
evolution.

Figure 27a [139] provides one example of a sequence of intimate mixture spectra on an absolute
reflectance scale. The mixtures in this case are of a montmorillonite clay and epsomite (a hydrated
sulfate). Of particular note in this example is the fact that the reflectances of the intermediate
mixtures are not bounded by the pure-material reflectances. This is by no means a special case—at
least several of the mixtures examined in [111] exhibit similar behavior in absolute reflectances.
We are not, however, in a position to comment authoritatively on the underlying physical causes
of this behavior. The models typically used to interpret particulate mixture spectra [7, 144] are
phenomenological in nature and do not predict such unbounded mixture spectra, while appropriate
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first-principles EM-scattering methods [e.g. 133, 145] have not been applied to this problem in
sufficient detail to provide a clear physical picture of how unbounded mixture spectra can arise.

Figure 27b provides an example of a thin film of amorphous silicate on a basalt substrate showing
emissivity as a function of silicate layer thickness [138]. These authors again find the mixture
spectra to depend on the component abundances (in this case, measured by layer thickness) in a
non-linear manner. It is worth noting that thin film coatings are a spontaneously generated context
in which coherent interference effects may likely impact spectral signatures. Awareness of this
possibility is necessary for proper interpretation of spectra in cases where coherence effects could
appear [146].

3.2.3 Other Sample Morphology Effects

Besides particle size in the case of a particulate medium, a sample’s morphological properties can,
more generally, influence its spectral signature. A readily available example is sintered polyte-
trafluoroethylene (PTFE) that is used as a reflectance standard that provides an R ~ 0.99 across
the visible and near-infrared (VNIR). PTFE however is a non-absorptive material with an n = 1.35
across this range of the spectrum; i.e., a homogeneous thin slab PTFE would be essentially trans-
parent. The key here is that sintered PTFE is not a homogeneous material, but has significant
porous microstructure on ~ 1-10 um spatial scale [e.g., 147]. This produces significant scattering
for most A in the VNIR that combined with a sufficiently thick PTFE sample results in a nearly
spectrally flat, R =~ 1 reflectance. Moroz et al. [121] provides another example of internal structural
impacts. They synthesized palagocite glasses through several pathways, one of which introduced
significant porosity into the resulting samples. The high-porosity samples tended to have higher
reflectances and show lower spectral contrast than the other glasses.

The impact of particle-shape on individual particle scattering properties has a large body of associ-
ated theoretical literature [e.g., 148—163]. However most of this work is focused on the impact of
particle shape on the geometry of the scattered fields off a single-particle. Making the connection
between these properties and how they impact a sample’s spectral characteristics, even in the case
of a single particle, remains an unfinished task. A few notable exceptions here include Kleiber
et al. [164] who provide one example of how particle shape variations impact spectra, showing
that relatively significant shifts in extinction peak locations can occur with variations in aspect ra-
tios of spheroidal particles. Kiomarsipour et al. [165] describe the effect particle shapes have on
the reflectance properties of zinc oxide powder based pigments. In particular, the particle-shape
influences overall reflectance levels, some aspects of the spectra’s general shape, and the strength
of spectral features. In addition, Mishchenko [166] provides an example of theoretical effort to
connect individual particle-shape effects (amongst other relevant particle properties) to the overall
radiative transfer properties of a bulk particulate layer.

For bulk surface interfaces, surface roughness can influence spectral signatures. Kirkland et al.
[167] compared the emissivity of limestone samples with smooth versus roughened surfaces. The
roughened surface reduces the emissivity contrast in the limestone absorption bands and introduces
an additional kink in the two bands present. Osterloo et al. [168] conducted a similar study but
on a sample of 12 different natural rock surfaces and considering a range of surface roughness.
Again, a trend of decreasing spectral contrast with increasing surface roughness was observed.
Other studies have noticed the same trends in the case of carbonates [169] and chert [170].
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3.2.4 lllumination and Viewing Angles: Sample BRDF

As demonstrated in §2, the quantitative details of a sample’s spectrum /
vary with changing illumination and viewing angle. In the idealized
case presented there, the reflection is exclusively specular—that is, the
reflected light is directed at an angle from the surface normal equal to
the angle of incidence. At angles other than this specular angle, no
reflected signal would be observed. In less idealized situations, both
surface and interior sample inhomogeneities lead to so-called diffuse
scattering in non-specular directions. The distribution of scattered light
intensity as a function of incident and viewing angles is described by
a medium’s bidirectional reflectance distribution function (BRDF). For
real surfaces, the BRDF can be very complex (e.g., Figure 28).

Figure 28: The BRDF of
a roughened aluminum
surface. Reproduced

Because of this complexity, direct measurement is the preferred method from [171].

of capturing a medium’s BRDF. However, this isn’t always feasible, and

more general situations need to be explored and various first-principles,

descriptive, or empirical BRDF models are often employed [172]. Fundamentally, the BRDF
captures light-matter interactions which strongly depend on the size of in-medium inhomogeneities
relative to A. As such, BRDF models are typically valid only over specific A-ranges. Of such
models, there are several that are particularly relevant in the IR spectral region, both descriptive
[173—175] and theoretical [176—181]. Of media morphological properties, surface roughness plays
an important role in setting the BRDF [e.g., 182, 183] and is a primary parameter in several of the
theoretical models [e.g., 174, 178, 179]. In the near-IR, several additional BRDF models developed
for particulate media are widely employed [7, 184]. Additionally, the Beard-Maxwell [178] and
Ashikhmin [174] models are understood to provide reasonable representations of a painted surface
BRDF (e.g., painted automobile surfaces).

Both the specular and diffuse reflectance components should vary with A given the considerations
in §2 and those given here. However, there is not a large body of literature explicitly documenting
variations in BRDF with A, which would be exhibited most directly by a medium’s spectral shape
and/or contrast being illumination and/or viewing geometry dependent. Suter et al. [185] provide
examples of such angle-variant spectra in the case of explosive residues coating a surface. BRDF
A-dependence has also been documented to a lesser-or-greater degree in the case of VNIR mea-
surements of grass-covered surfaces [186], asphalts and concretes [187], various sands [188], and
snow [189]. In the IR, several studies have reported A-dependent BRDF effects in the emissivity
of quartz, both in particulate and polished slab geometries [129, 190]. In both cases, the quartz ab-
sorption feature depth increased with increasing look angle (that is opposite the trend in decreasing
feature depth seen in reflectance of planar slabs in §2).
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4 Spectral Signatures of Example Explosive and Chemi-
cal Warfare Agent Related Compounds

In this section, we highlight information in the literature concerning the spectral signatures of
compounds that are either used as, or are related to, explosive materials and chemical warfare
agents. The detection and identification of such compounds at trace abundance is of obvious
interest from a public safety/security perspective.

Ethylene Glycol Dinitrate " b)

Ethylene glycol dinitrate (EGDN) has similar 081
properties to nitroglycerin and has been used 7
in the manufacturing and testing of explosives

0.6
0.5+

Transmission

including dynamite and plastic explosives such 0.4+

as Semtex. Recent work by Macleod et al. o W

[191] measured the transmission spectra of 01 Vapor
EGDN in vapor phase. Their mid-IR measure- 00 12407;60 12801;.220 132012.50 - Cond:zed -
ment is shown in Figure 29 and compared to Wavenumber (cm”)

the condensed phase (in this case, liquid-phase)
measurement taken from a database of explo-
sive materials maintained by the University of
Rhode Island (http://expdb.chm.uri.edu). It is
readily apparent from Figure 29 that there are significant differences between spectral band posi-
tions and shapes between the condense and vapor phase forms of EGDN.

Figure 29: Transmission spectra of EGDN in vapor
and condensed phase. Reproduced from [191].

Pentaerythritol Tetranitrate

Pentaerythritol tetranitrate (PETN) is a powerful explosive material and is similar in structure to
nitroglycerin. In [192] the variability in the spectral signature and detection limits of PETN was
studied as a function of angular dependence between source-target and target-detector, substrate
type, and loading surface concentration. The spectra were recorded at a stand-off distance of 1 m
over the range v =700-4000 cm™~!. Two substrates were considered: anodized and polished alu-
minum. The differences between the two substrates influenced the reflectance spectra in multiple
ways. Figures 30a and 30b show the PETN reflectance at a normal view-angle vs. surface con-
centration on the polished and anodized substrates, respectively. Stark differences can be observed
between the reflectance spectra of PETN on the two substrates. For example, in the case of the 200
pg cm~2 samples (Figure 30a solid, Figure 30b outlined) the spectral peaks are almost completely
inverted between the two substrates (additionally providing a particularly dramatic example of the
importance of the surrounding environment in the case of optically thin target samples). Addi-
tionally, the reflectance spectra vary wildly as a function of PETN concentration in the case of
the anodized substrate, whereas on the polished surface there is simply a shift in magnitude in the
reflectivity as a function of concentration. The authors also explored the limit of detection as a
function of source-to-target and target-to-detector angles. Again, the trends between the polished
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Figure 30: Mid-IR reflectance spectra of PETN on polished (a) and anodized (b) aluminum substrates.
Limit of detection (LOD) as a function of incident angle for polished (c) and anodized (d) aluminum

substrates. Reproduced from [192].

(Figure 30c) and anodized (Figure 30d) substrates show a marked difference (which the authors
were not able to completely understand or explain).

Cyclotrimethylene Trinitramine

Cyclotrimethylene trinitramine (RDX) serves as a base
for a number of military explosives including Semtex and
mixtures of RDX and TNT (e.g., Cyclotol, HBX, H-6,
etc.). Figure 31 shows a reference absorbance spectrum
of RDX; note that as pointed out in [194], the features
between v ~ 1250—1700 cm~! lie in strong H>O vapor
absorption bands and will not be readily seen in stand-
off detection scenarios. Liu et al. [195] explored the re-
flectance spectra of surface adsorbed RDX on stainless
steel. Figures 32a and 32b show optical images and re-
flectance spectra, respectively, of freshly deposited RDX.
While Figure 32 shows that there is variability in the intensity of the reflectance spectra measured
from different spots (due to inhomogeneity of the deposition), the spectral peaks are all aligned.
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This however changes drastically for the RDX spectra that are a day old (Fig. 32c and 32d) with
two of the spots exhibiting none of the spectral features visible in the fresh samples, which the
authors attribute to a molecular conformational change in the crystal structure based on existing ab
initio calculations of RDX equilibrium molecular geometry energetics.

Suter et al. [185] explored the angular dependence of the spectral signature of RDX at standoff
distance of 2 meters using an external cavity quantum cascade laser. For these experiments the
samples were sprayed onto a car door with a standard automotive finish of a white paint with clear
coat. The reflectance data for RDX at a concentration of 81 ptg cm™2 is shown in Fig. 33 for angles
of 0, 5, and 40 degrees. The specular reflection spectrum (Fig. 33a) differs significantly from the
two diffuse reflectance spectra, with the diffuse reflectance spectra resembling most closely the
laboratory absorbance spectra. The specular reflectance, on the other hand, bears little resemblance
to the laboratory measurements.

Thiodiglycol

Thiodiglycol (TDGQG) is a solvent used in a variety of industrial applications, but can also be used in
the manufacture of chemical weapons (mustard gas). Because it can be obtained in small quantities,
it is commonly used as a chemical warfare agent simulant. Reid et al. [196] measured the mid-
infrared reflectance spectra of TDG using a broadband femtosecond optical parametric oscillator as
the illumination source. They measured reflectance spectra for TDG deposited on concrete (Figure
34a) and black anodized aluminum (Figure 34b). Figure 34 clearly demonstrates not only a shift in
the peak of the spectral band position, but also a change in shape of the spectral features between
the two measurements. The dual peak is present in the reference spectrum and TDG on concrete
but is clearly absent for TDG on the black anodized aluminum surface. It is important to note that
the authors attribute the differences in the reference and measured spectra to a normalization error
(not, e.g., to substrate 7i dfferences).
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Figure 34: Reflectance spectra of TDG measured on concrete (a) and black anodized aluminum (b)
at a standoff distance of 2 m (blue solid line) and a reference spectrum (red dashed line). Reproduced
from [196].

Tetryl

2,4,6-trinitrophenylmethylnitramine (tetryl) is an explosive compound used primarily now for det-
onators and boosters. The absorption spectra of tetryl across the IR is shown in Figure 35 [194].
As with RDX, the most prominant spectral features occur in the A ~ 6-8um (v ~ 1250-1670
cm~! ) range where H,O absorption is strong. As such, stand-off detection of tetryl may also be
challenging due to significant atmospheric absorption [194]. Suter et al. [185] explored the angular
dependence of tetryl’s reflectance spectral signature. Similar to their results for RDX, the specular
reflectance component (Figure 36a) does not contain strong spectral features whereas the diffuse
reflectance component over a large angular range (shown in Figure 36b and 36¢) mimics the main
absorption bands seen in the laboratory reference spectrum (Figure 36d).

Trinitrotoluene

Trinitrotoluene (TNT) is a commonly used explosive material. TNT reflectance spectra were mea-
sured by Suter et al. [185] using the same methodology as discussed above for RDX (Figure 33)
and tetryl (Figure 36). While TNTs specular reflectance component (Figure 37a) doesn’t exhibit
the expected spectral features (similar to the RDX and tetryl results), the TNT diffuse spectral
component has a different dependence due to sample morphology effects. Figure 37e shows that
the TNT surface coverage is very homogeneous and smooth as compared to the RDX and tetryl
residue morphologies (Figures 33e and 36e), resulting in a much smaller diffuse reflectance com-
ponent which limits the SNR at larger angles.

Fuchs et al. [197] considered the reflectance spectra of TNT deposited on different substrates.
Their results further demonstrate the impact of substrate properties on optically-thin target sample
signatures, as already seen in the cases of TDG and PETN discussed above. In the Fuchs et al.
[197] results, the substrate’s influence on the TNT reflectance signature is particularly dramatic as
seen in Figure 38, which shows the reflectance spectra of TNT on aluminum and car paint. There
is a clear inversion in the spectra between the two cases due to the relative absorbance of the two
substrates compared to the TNT sample.
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Appendix A Planar Slab Reflectance: Definitions, Nota-
tion, and Derivation

Here we provide the basic notation and develop the expressions required for the analysis of the
incoherent spectral reflectance of a planar layer of finite thickness on an semi-infinite substrate,
the essential geometry of which is shown in Figure 1 in §2. Consider a plane electromagnetic wave
with electric field vector E(7,x) = € exp(iwt — iky - X) incident on the the sample (medium 1) at
an angle 6y relative to the surface normal. Here £, w, and K¢ are the radiation’s vector amplitude,
frequency, and wave vector, respectively, and ¢, x indicate time and spatial position; the wave
vector kg = (@/c)8 = koS where § is the unit vector along the wave’s propagation direction and ¢
is the speed of light. The wavelength in medium 0 is then given by A9 =27 /ko = 27¢/ 0.

This wave’s Poynting vector (i.e., energy flux with dimensions [energy area™! time™!]) is S¢ =
noeé/zlé’lz/@uéﬂ)é, where |&]2 = £&* and &* denotes the complex conjugate of &. For the
calculation of reflectance, we will be interested in the components of S normal to the sample
interface. We denote these interface-normal components of the incident, reflected, and transmitted
flux vectors as Iy, Ig, and I7. These interface-normal components depend on the wave’s interface-
parallel field components. For a wave incidence angle, 8y # 0, these in turn depend on whether
E is in or perpendicular to the plane of incidence (also designated as p-polarized and s-polarized
waves, respectively).

The expressions for reflectance, R = Ig /Iy, and transmittance, T = It /Iy, resulting for the two
polarization state cases can be written in a unified manner in terms of the so-called tilted optical
admittances 7; of the involved media [e.g., 11]:

- Co’ij@j for p-polarization, 3)
/ fijcos; for s-polarization.
The 0-quantities in two media j and k are related by Snell’s law:
7ijsin @ = 7y sin Oy, 4)

and are, generally speaking, complex quantities. With the assumption that xy = 0, the cos 8; =
aj—ibj for j =(1, 2) may be calculated in terms of 6 explicitly as [following the notation in 198]:

| VPTG P | \/Pjta
aj—ibj= —1 5

2 2
where 5
in 6,
_q 22 ng sin 6
J J
and
. 9 2
nosin oo
= -2n:K; | ——= . 7
u=-amm(%08) ?



Figure A-1: Graphical representation of the single interface intensity reflectance and transmittance
coefficients used to derive R and 7.

It will be useful in the following to cast the expressions for R and 7 in terms of the single-interface
field-amplitude reflection, p i, and transmission, Tj, coefficients. which provide the ratio between
the incident, reflected, and transmitted parallel-component of & at an interface of two media with
refractive indices 71; and 7. Specifically [11]:

nj— Nk
Pik nj+ Nk
and 5
n;j
T — ] 9
jk nj+nk ( )

Both pj; and 7 are generally complex quantities. The first and second subscripts on both quanti-
ties refers to the media on the incident and transmitting side of the interface, respectively.

Referring to Figure A-1, at the interface between media j and k, a fraction R j; of an incident wave’s
intensity is reflected and a fraction T is transmitted. These single-interface intensity coefficients
are given in terms of the corresponding amplitude coefficients [11]:

Rjx=|pjl*, (10)
and 9{{ }
o Nk 2
k= m{m}mkr : (11

where R designates the real part of a quantity. The T}, can also be written in terms of p
R{n;(pjx—p3)}
R{n;}

For x; # 0, we must take account of the energy absorption within the sample. Across the sample’s
thickness, there is a shift in the wave’s complex phase equal to

Ty =1—|pjl* + (12)

- 27
6= andcosel. (13)

The imaginary part of ¢, which we will denote as ¢, determines the wave’s attenuation while
traversing the sample and is given by:

4
Otz%(maﬁ—nlbl) . (14)
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The attenuation factor experienced by a wave over one transit of the sample is e~ %, as indicated

in Figure A-1.

Finally, the incoherent R and 7 can be calculated most directly by summing over the path of
an imaginary ray experiencing an infinite number of reflections within medium-1. Skipping the
details, this produces the following expressions:

R Ro1 + Ri2e™ 2% (Ty Tio — R,
1 — Ro1Ripe~2% ’

(15)

and
To1 Tipe™ %

T 1—RgRjge—2%d"

In the case k1 = 0, we have Ty; = T19p = 1 — Ry and Equation (1) reduces to the usual expression
for R, namely R = (Ro1 + R12 —2R01R12) /(1 — Ro1R12)-

T (16)
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